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Qun Liu

Background

e Along with the success of deep learning in MT, ASR and TTS,

A General SST
Framework

Simultaneous Speech Translation (SST) became commercially feasible:

Adapting ASR &
NMT to SST

S ———

40 languages

Implementation

and Optimization Catalan (ca)
Chinese (zh)
Croatian (hr)

Video
Demonstrations

References

Microsoft Skype Translator Google Pixel Buds Tencent Conference Interpretor
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Background e Huawei has a very long product line.

A General SST
Framework

e There are many potential scenarios where SST can be applied:

Adapting ASR &
NMT to SST

Implementation
and Optimization

Video
Demonstrations

References

Mobile phones Conference systems Customer service systems
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Background o We started our research on SST in 2019.
A General SST
Framework e We propose a General SST Framework

Adapting ASR &
NMT to SST

We adopt techniques to adapt our existing ASR and NMT systems to a
SST system

Implementation
and Optimization

We implement and optimize our SST systems in the following
Video scenarios:

Demonstrations

¢ Conference speech translator on the cloud
o Travel assistant on mobile phones
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Simultaneous R
Specch Translaton A General Framework for Simultaneous NMT [1]
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Background e Motivation:
A General SST o Adapt an existing NMT system into a simultaneous translation system,
Framework

without retraining the NMT model.
Adapting ASR &
NMT to SST e Components:

Implementation o An external ASR system
nd Optimization
e e A pretrained NMT System

Video .
Demonstrations e An Input buffer

e An output buffer

References

e Preprint: https://arxiv.org/abs/1911.03154
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Simultaneous

Specch Translaton A General Framework for Simultaneous NMT [1]

in Huawei
Noah’s Ark Lab

Qun Liu
e Procedure as two nested loops:
Background . . .
e Quter loop: update input buffer with ASR streaming output
A General SST .
Fm‘f!f;';k ¢ Inner loop: update output buffer with NMT model.
Adapting ASR & ¢ The input buffer is updated only when the inner loop stops to update the
NMTo SST output buffer.
Implementation Outer Loop Inner Loop
and Optimization outer Stb'pl ?!pmbuﬁ'er
Video u
Demonstrations 1 = inner step| _input buffer output buffer
g g fid - 0 %% {{g ?I} xiaoying you

= b 1 f |xisoying you are

Heferences 4 [ i 33 2 Be¥ 4R #F [xisoying you are  good
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e Preprint: https://arxiv.org/abs/1911.03154
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Simultaneous
Speech Translation Key PrObIemS
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Qun Liu

BaclaLs e How to continue translation

A General SST
Framework

e Streaming source prefix — rebuild encoder hidden states
e Force decoding with the NMT model

Adapting ASR &
NMT to SST e How to terminate

Implementation
and Optimization

e Terminate when predicting the EOS token
e Terminate when the system is not confident and prefer to wait for more

Video i
Demonstrations input tokens
References e A Controller is used to determinate when to terminate

o We define two controllers for this purpose
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Length and EOS (LE) Controller

e A EOS token is generated;
¢ The output buffer is full;
e The delay between the output sequence and the input sequence is

e The inner loop stops to generate output tokens when:

smaller than a predefined threshold (e.g. 3 words).

inner step input buffer output buffer
0 e % %

1 B % R xiaoying

2 BRE J7N xiaoying you

— Stop !



Simultaneous

Specch Transiation Trainable (TN) Controller

Qun Liu e The inner loop stops to generate output tokens when:
Background ¢ The output buffer is full;
A General SST e The TN Controller output a CONTINUE signal.
Framework

Output Buffer

Adapting ASR &
NMT to SST

Fe & CONTINUE .
Implementation (Y
and Optimization ORI NG ]

[
Video @. Z3
Demonstrations W

References

g'é Input Buffer
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TN Controller Training: Policy Gradient

e Fix the NMT model and train the TN controller with policy gradient:
T
Objective: Tt = E%(Z )
t?l
Gradient: Vg7 =Eq, Z RV log (ol ¢)
" t=1
where Ry = kZ: Tk
=t
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TN Controller Training: Reward

e The reward function trades off quality and delay:

Reward 7 = 7’? +a-r;

Quality

TQ_{ ABLEU (y,y,t) t<T
t = BLEU(y,y) t=T
where

ABLEU (y,¥,t)
=BLEU’(y',y) - BLEU(y'~',3)

D
Delay
1 & 771
dAl (x = 1) - ,
0< . ; )
p_J O t<T
T -l xy) —d)y =T

}
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Experiments

—— TN(Ours) —+— LE(Ours) =<= SL test_time_waitk ~ =<= RWAgent

Normalized BLEU

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.05 0.10 0.15 0.20 0.25 0.30 0.35
Normalized Average Lagging Normalized Average Lagging

(a) WMT15 EN - DE (b) WMT15 DE - EN

baselines:
o test-time-waitk: Ma et al. [2018]
e SL: Zheng et al. [2019]
e RWAgent: Gu et al. [2017]
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Simultaneous

Specch Transiation Terminology Translation in NMT
in Huawei
Noah’s Ark Lab
Qun Liu
Background e Terminology (including user-defined terms, entities, acronyms, etc.)
A General SST translation is crutial in many scenarios.
Framework
TR — e Itis not a trivial task in NMT because there is no explicit phrase table
oSSt used in NMT process.
Accurate Alignment for
T« Solutions:
b e Without word alignment: Constrained Decoding
e e Time consuming or inaccurate [6; 9].
Implementation o With word alignment: terminology replacement in automatic post-editing

and Optimization

e Word alignment induced from NMT is not accurate enough [5; 15; 8; 3].
Video
Demonstrations

References
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e Our observation:

Source: das weil ich .
Dec. input: <bos> i understand this .
Dec. output: iunderstand this . <eos>

Accurate Alignment for Terminology Translation [2]

The hidden states at decoding step / + 1 are better representing target
word y; than the hidden states at step / for inducing word alignment

G, 74, Gy
O\ o%’m

Sz
3,
Yy

e Preprint: https://arxiv.org/abs/2004.14837
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Accurate Alignment for Terminology Translation [2]

e Our work:

e We introduce SHIFT-ATT, a pure interpretation method to induce
alignments from attention weights of vanilla Transformer.

e To select the best layer to induce alignments, we propose a surrogate layer
selection criterion, to ensure the induced word alignments agree best in
both translation directions, without manually labelled word alignments.

e We further propose SHIFT-AET, which extracts alignments from an
additional alignment module.

e Preprint: https://arxiv.org/abs/2004.14837
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Experiments and Results

de-en fr-en ro-en
Method Tnter. Fulle de—en en—de bidir | freen en—fr bidir | rosen en—ro bidir
Statistical Methods
FAST-ALIGN (Dyer et al., 2013) - Y 28.5 304 257 16.3 17.1  12.1 33.6 36.8 31.8
GIZA++ (Brown et al., 1993) ‘ - Y ‘ 18.8 19.6 17.8 ‘ 7.1 72 6.1 ‘ 274 28.7 260
Neural Methods
NAIVE-ATT (Garg et al., 2019) Y N 333 365 28.1 27.5 23.6  16.0 33.6 351 309
SMOOTHGRAD (Li et al., 2016) Y N 364 458 303 25.5 270 156 41.3 399 337
SD-SMOOTHGRAD (Ding et al., 2019) Y N 364 43.0 29.0 25.9 297 153 41.2 414 327
PD (Lietal., 2019) Y N 38.1 448 344 324 311 231 40.2 408 356
ADDSGD (Zenkel et al., 2019) N N 26.6 304 212 20.5 238 100 323 348 276
MrtL-FULLC (Garg et al., 2019) N Y - - 202 - - 17 - - 260
Our Neural Methods
SHIFT-ATT Y N 20.9 257 179 17.1 16.1 6.6 274 260 239
SHIFT-AET | N N ‘ 16.1 193 155 10.3 105 5.0 224 23.7 212

Table 1: AER on the test set with different alignment methods. bidir are symmetrized alignment results. The col-
umn Inter. represents whether the method is an interpretation method that can extract alignments from a pretrained
vanilla Transformer model. The column Fullc denotes whether full target sentence is used to extract alignments
at test time. The lower AER, the better. We mark best bidir interpretation results of vanilla Transformer with

underlines, and best bidir results among all with boldface.
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Simultaneous

Speech Translation PU nCtU atlon PredlCtlon
in Huawei
Noah’s Ark Lab
Qun Liu e Models uh, gripping the onion like a you know,
like a tennis ball, holding it together in
Background e Baseline: BiLSTM Yi et al. [1 3] place.
A General SST o BERT with Fine-tune o . o o
Framework « TinyBERT [7] (Distilled from BERT) o s
Adapting ASR &
NMT to SST e Data: IWSLT2011 TED Corpus
— o Labels:
T 4 labels 3 labels
1 2 3 4 e 512
] Ceoh Translation Comma(’) [cls] uh gripping the
Implementation PeriOd(') PeriOd(') h L th . lik k
A . . uh gripping the onion like a you know
e Question(?) | Question(?) like a tennis ball holding it together in
Vid lace
Dene”l(;nstral\ons None(O) None(O) i

References
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Model Comma Period Question Overall
P(%) R(%) F;(%) | P(%) R(%) F;(%) | P(%0) R(%) F;(%) | P(%) R(%) F;(%)
Background DNN 581 358 443 | 621 648 634 | 605 489 541 | 602 498 539
Ref | T-BRNN-pre[17] | 655 47.1 548 | 733 725 729 | 707 630 667 | 700 597 644
A General SST ’ BLSTM-CRF 589 59.1 59.0 68.9 721 70.5 71.8  60.6 65.7 66.5  63.9 65.1
Teacher-Ensemble | 66.2 599 629 | 751 73.7 744 | 723 638 678 | 712 658 684
R DNN 475 323 385 | 583 605 594 | 571 468 514 | 543 465 498
asg | TBRNN-pre[17] | 59.6 429 499 | 707 720 714 | 607 486 540 | 660 573 614
Adapting ASR & - BLSTM-CRF 557 568 562 | 687 715 701 | 638 534 581 | 627 60.6 615
NMT to SST Teacher-Ensemble | 60.6 583 594 | 71.7 729 723 | 662 558 60.6 | 662 623 64.1
curate Alignment for (Yi, Jiangyan, et al. Interspeech 2017, baseline)
Terminology Translatior
Punctuation Prediction comma period question other Overall trai inf
Disfluency Detection and acc acc acc acc pre rec__f1(macro precision recall f1(macro) rain  infer
isfluency Detection an speed speed
oot 4labels 0716 084 0664 0983 0755 0745  0.75 T
3labels ___— 092 071 099 0.893 0.887 _ 0.894 ?:ec % g;ose? 0893 0.887 0.894
Dat: Jgmentation fo
Robust Speech Transiaton e 118% 119%  119% | |studentmodel g5r g3 g7 X12 X5
(tiny-bert) - ) -
3 labels vs.
Implementation ey 135% 142%  131% 3%

and Optimization
(3 labels VS 4 labels VS baseline, 1 indicate relative improvements) (Knowledge Distillation for Inference acceleration )

Video
Demonstrations

References
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Simultaneous

Spoech Transaton Disfluency Detection and Correction

in Huawei
Noah'’s Ark Lab

Qun b o English Switchboard Corpus:

Eactorcind I want a flight [ fo Boston + {um} to Denver ]

— —— ———
A General SST RM M RP
Framework

Figure 1: A sentence from the English Switchboard
corpus  with disfluencies annotated. RM=Reparandum,
IM=Interregnum, RP=Repair. The preceding RM is cor-
rected by the following RP.

Adapting ASR &
NMT to SST

Punctuation Prediction

(from Wang et al. [11])

Disfluency Detection and
Correction

e IWSLT2020 TED Corpus (Chinese):

Robust Speech Translation

Ra— o ASR: HIHA, SHIHEARIA G P BT A,
T o REF: SHIBEA IRV Py SAFHI A
e o ASR: B AR KT R 8 53 2L,

o REF: etk AR A7 A% 5 FF 2,

References
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Disfluency Detection and Correction

BERT with Multitask Fine-tuning
o follow Wang et al. [11]
Task1: Sequence labeling

¢ RMand IM — D (DELETE)
e RP and Others — O (OTHER)

Task2: Sentence pair classification
e Smooth/Disfluent — DF_0
e Disfluent/Smooth — DF_1
Training Data: English Switchboard
Data augmentation:

e Randomly insert IM
e Swap RM & RP

DF_0

e /j h

M
I

Ry |

EEEEEEEEEEEEELL]

1
[
Transformer Encoder :
1
[
1
[

[CLS] i the cat [SEP] i like the cat ] I [CLS] a flight to boston to denver

unlabeled news data

s1:i like the cat

s2: i do n't know

s3: i have two kids

add “the”

pseudo training data

add “think”

delete “havel
—_—

i like the the cat
<ido n't know ||| i do n’t think know>

<i two kids ||| i have two kids>
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Disfluency Detection and Correction

e Experiment (English Switchboard Corpus):

P R F1
UBT [12] 90.3 | 80.5 | 85.1
Semi-CRF [4] 90 | 81.2 | 854
Bi-LSTM [14] 91.8 | 80.6 | 85.9
Transition-based [10] 91.1 | 84.1 | 875
MTL Self-supervised [11] | 93.4 | 87.3 | 90.2
Our MTL-DA 91.3 | 87.7 | 89.4

e Experiment (IWSLT2020 TED Corpus, Chinese):

TER (Translation Error Rate) Train Dev Test
Baseline 35.2 36.3 33.1
+ Expert Rules (pre-processing) | 31.8(-3.4) | 31.9(-4.4) | 30.1(-3.0)
+ BERT Fine-tuning 28.3(-3.5) | 28.3(-3.6) | 56.7(-3.4)
+ Dictionary 26.4(-1.9) | 25.9(-2.4) | 24.9(-1.8)
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Motivation

ASR outputs always contain errors which severely harms the quality of
the downstream MT system.

Ideally, fine-tuning the MT system with the pairs of noisy ASR outputs
and their translations will benefit.

However, there is very little parallel data with ASR-output in the source
side.
Our solution:
e Using ASR training data (SPEECH, TEXT) and an existing ASR system
to train a GPT-2 system to generate ASR-like texts from normal texts.

¢ Using the obtained system to transfer the source text of a bilingual
courpus to ASR-like text.
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Robust MT Training

ASR corpus
(common voice, etc.)

Text

generate

The priest tied the knot.
filtering

The priest told the knot.

The priest down the knot SRC(clean)+TGT

The priest tied the night.

epriest SRC(clean+noisy)+TGT

SRC(noisy)

1. data augmentation

TGT

[ ]

train 400k steps

fine-tune 200k steps

Robust MT

2. MT training




Simultaneous
Speech Translation
in Huawei
Noah’s Ark Lab

Qun Liu
Background

A General SST
Framework

Adapting ASR &
NMT to SST

curate Alignment for

Punctuation Prediction

Disfluency Detection and
Correction

Data Augmentation for
Robust Speech Translation

Implementation
and Optimization

Video
Demonstrations

References

Noisy Data Filtering

e The noisy data generated by the GPT-2 system may be TOO noisy.
e We use an edit rate threshold on pronunciations to filter the GPT-2
outputs.
e Sentence — pronunciation using cmudict!.
o Edit Rate: Edit distance normalized by the original length.

clean:  The priest tied the knot.
[DHY, 'AHO", D", R, 'IVT','S", 'T', 'T', 'AY’, ‘D", 'DH', "AHO, 'N', "AAT’, ]

['DH', 'AHO', 'P", 'R", ' Y1, 'S, 'T, 'T", 'OWL, 'L, 'D', 'DH', 'AHO', 'N', 'AAL, 'T'T N, /
D=2 ER=0.4

noisy2: The priest

['DH', 'AHO', 'P", 'R", 'IV1,'S', 'T', 'T, 1
D=7 ER=14

1http ://www.speech.cs.cmu.edu/cgi-bin/cmudict
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Experiments

o Data: EN—ZH, Huawei STW meeting dataset and MSLT v1.1 2
e Models:
o transformer-small, emb size:256, intermediate size:1024, attention
heads:4, training data: 2M pairs
o transformer-big, emb size:1024, intermediate size:4096, attention
heads:16, training data: 1.4B pairs

MSLT

STW
dev test dev test

| clean 36.29 36.84 29.61 31.21
sSma
robust 36.93(+0.64) 37.69(+0.85) 30.69(+1.08) 32.56(+1.35)
o clean 44.18 44.03 33.75 34.29
ig

robust 45.85(+1.67) 45.46(+1.43) 34.65(+0.9) 35.23(+0.96)

2https://github.com/MicrosoftTranslator/MSLT-Corpus


https://github.com/MicrosoftTranslator/MSLT-Corpus 

Simultaneous
Speech Translation
in Huawei
Noah’s Ark Lab

Qun Liu
Background

A General SST
Framework

Adapting ASR &
NMT to SST

Implementation
and Optimization

Video
Demonstrations

References

N

HUAWEI

Content

@O Implementation and Optimization



Simultaneous
Speech Translation
in Huawei
Noah’s Ark Lab

Qun Liu
Background

A General SST
Framework

Adapting ASR &
NMT to SST

Implementation
and Optimization

Video
Demonstrations

References

N

HUAWEI

Source
Speech

System Architecture

SST
Controller

Disfluency
Correction
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Adapting ASR from Cloud to Mobile Devices

Transcript

i

Bigger Language Lattice
Model Rescore
iy
iy
Acoustic
Model

i

Audio Input

Server Model
(Conventional Hybrid)

. The model is compact enough (60m parameters) to

Propose the E2E Conv-Transformer Transducer model Transcript

run on a mobile phone while has similar accuracy ﬂ
with server-side conventional hybrid model

Using truncated attention, states are reused to speed
up Transformer

Low framerate, 80ms/frame.

Small look-ahead window, 140ms.

Audio encoder and Prediction net running on

different threads.

Powered by Noah’s Bolt framework. N i

Label History  Audio Input

On-device Model
(End To End)
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Conv-Transformer Transducer

e Streamble: unidirectional Transformer for audio encoding
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Background e Low Frame Rate: interleaved convolutions for gradually downsampling

A General SST (80 ms FR) © 000 OO €0 00O O 0 O @ 000 0O0OOO®O0O0 0 0 0O
Framework

(80 ms FR)
Adapting ASR &
NMT to SST Convolution

Implementation

40 FR
and Optimization (40 ms FR)

" Convolution
Video

Demonstrations
(20 ms FR)

References
Convolution

(10 ms FR) R

N

HUAWEI
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Conv-Transformer Transducer

e Reduced Computation Cost: self-attention with fixed context window
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Model Simplication on Model Devices

Use RNN layers instead of masked multi-head self-attention layers;

Decrease number of decoder model stacks, from N layers on cloud, to
M layers on devides;

Share model parameters for different languages;

Use smaller vocab size, from x to y.
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