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Math Word Problem (MWP)

» Input: a math problem described in natural language, with a question about

an unknown quantity

» Qutput: an expression that solves the problem

Original MWP

Problem

A project is completed in 25 days by 12
workers. If it takes 20 days to complete,
how many workers will it take?

Solution

25%12/20

Number-mapped MWP

Problem

A project is completed in NUMO days by
NUM1I workers. If it takes NUM2 days to
complete, how many workers will it take?

Solution

NUMO * NUM1/NUM2
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The Evolution of MWP Solvers

Semantic
Parsing
Feature
Engineering
Rule-based Statistical Deep Learning
Matching Learning Reinforcement
Learning
1960-2010 2011-2017 2017-
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Datasets for MWPs

Statistics of arithmetic word problem datasets.

| Dataset | # problems | # single-op | # multi-op | operators O |

MAT 134 112 22 T+
XL 140 119 21 + =
MA2 121 9% 25 T+, —
ALZ 395 327 68 [+,
19 362 362 0 = X, =]
CcC 600 0 600 | Ep———
SingleEQ 3508 390 118 [+ = X, =]
AllATith 831 634 197 T — %, =)
MAWPS-S 2373 1311 1,062 [+, = X, =]
Dolphin-S 7,070 115 6,955 T+ = %, =]
Math23K 23.162 3131 20,031 T+, = X, =]
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Rule-based Approaches (1960-2010)

» Production Rule:
> A set of conditions to be met
> A set of actions to carry out

NAME: NowProp
CONDITIONS: 1. Does STM contain a proposition?
2. Does that proposition have the predicate NOW?
ACTIONS: 1. Put the proposition in the specification slot of the
text base.

2. Put (TIME:PRESENT) in the specification slot of
the problem model.

C. R. Fletcher, Understanding and solving arithmetic word problems: A computer simulation, Behavior Research Methods, Instruments, & Computers 17(5), 1985
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Semantic Parsing (2011-2017)

» Identify entities, quantities and operators

5

|:(>

Liz had 9
black kittens

Liz had 9 black kittens. She gave some of her kittens to Joan. Joan has now 11 kittens. Liz has 5 kitten
left and 3 has spots. How many kittens did Joan get?

Sy[ Liz S3[Liz S4(Tiz
o N: 9L, (N:oL, -
Liz E: Kitten E: Kitten E: Kitten
N: 9 ~ || A: Black \A: Black A: Black
E:Kitten || ghe gave some] Joan has no Lizhas 57|
ABlack [ of her kittens ] 7020 11 Kittens Joan kitten left
/| Joan Il N: 11
E: Kitten
A: Black A: Black

S5

S

[
There are 42 walnut trees and 12 > [

orange trees currently in the park.

42

A: walnut

N: 12
E: tree
A: orange

damaged. How many walnut trees will be in the park when the workers are finished?
Park

52

Park workers cut down 13 walnut trees

that were damaged

N:42-13 N:12

Park | E:tree
A: walnut A: orange

Workers

E: tree

Mohammad Javad Hosseini et al., Learning to Solve Arithmetic Word Problems with Verb Categorization, EMNLP 2014
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Seq2Seq: Deep Neural Solver for Math Word Problems

+ t

Decader Lqm }—L. L%TM ~_L.( L‘}TM —L-{ LQTM }—Ls L§TM \

Encoder: GRU —» GRU —] GRU —{ GRU — (‘RU \

Embedding: l..T..' ..T.. T o9 00 ©0 00
Dan have total ?
Acc w/o EN (%) | Acc w/ EN (%)

» Some useful tricks: DNS 58.1 60.7
» Decode with predefined rules Bi-LSTM 59.6 66.7

> Significant number identification ConvS2S 61.5 64.2

» Equation normalization Transformer 39.0 62.3
Ensemble 66.4 68.4

Yan Wang et al., Deep neural solver for math word problems. EMNLP 2017
Lei Wang et al., Translating a Math Word Problem to a Expression Tree. EMNLP 2018
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Template-Based Solvers with Recursive Neural Networks

» Coarse-to-fine generation
» Generate template first: (ny <op> nz) <op> n,
Infer missing ops: (n 1= ns)/ ny

Answer Module with Recursive NN

( ans=ny+nsny=2+4+8

Recursive NN

|
|
| T
—t | m Ce )
= (@ (softmax]
- ——
~[eoftmax RecurCell
RecurCell ~—{(@ )
PN — ——
Ll "ﬁ 00 antity Representation

ny <op> m,

2(n,) shelves ... <> 2(n) shehes have  4(n,) layers
(text sequence : 2(n,;) shelves have 4(n;) layers, and each layer locates 8(r) books. How many books are on these shelves? )

Lei Wang et al., Template-Based Math Word Problem Solvers with Recursive Neural Networks. AAAI 2019
NOAH'S
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Template-Based Solvers with Recursive Neural Networks
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» The benefit of templates

» Template generation is less challenging than direct generation of whole

expression

» With template we can encode structure information as well

MAWPS | Math23K
T-RNN 66.8 66.9
Our Approach ) EN 63'9 61'.1
- Bi-LSTM 31.1 34.1
- Self-Att 66.3 65.1

Lei Wang et al., Template-Based Math Word Problem Solvers with Recursive Neural Networks. AAAI 2019
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A Goal-Driven Tree-Structured Neural Model for MWPs

» Mathematical expressions
are tree-structured

» Each node has a goal
(to solve a sub-auestion)

Goal: How many baggies she could make
Context: 6 cookies in each bag; She had 23
chocolate cookies and 25 oatmeal cookies

Goal: How many cookies she had in total

Context: She had 23 chocolate cookies  -----------------

and 25 oatmeal cookies

Goal: How many chocolate cookies she had
Context: She had 23 chocolate cookies

Problem: Robin was making baggies of cookies with 6
cookies in each bag. If she had 23 chocolate cookies and
25 oatmeal cookies, how many baggies could she make?

Solution Expression: (23 + 25) = 6 Solution: 8

Goal: How many cookies in each bag

Context: 6 cookies in each bag

Goal: How many oatmeal cookies she had
Context: She had 25 oatmeal cookies

Zhipeng Xie and Shichao Sun, A Goal-Driven Tree-Structured Neural Model for Math Word Problems. IJCAI 2019

9 1/21
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A Goal-Driven Tree-Structured Neural Model for MWPs

(DLeftGoal .-~ @+ )
Generation -~ - ——
/ . (T)Right Goal
/ . Generation
' ooy
@Lel't Goal P \ e — - ‘-._ ) :
Generation -~~~ Q1=+ ) (y @3425)) - 6 )
. @nght Gull"_ @Tree Embedding
Generation -~

__;_\
Ceey
(3) Leaf Embedding (5) Leaf Embedding
Model Accuracy(%)
Hybrid model w/ SNI [Wang et al., 2017] 64.7
Ensemble model w/ EN [Wang et al., 2018a) 68.4
GTS model w/o Subtree Embedding 70.0
GTS model 74.3
Zhipeng Xie and Shichao Sun, A Goal-Driven Tree-Structured Neural Model for Math Word Problems. IJCAI 2019 _ )
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Graph-to-Tree Learning for Solving Math Word Problems

» Enrich text encoding with graph features

‘ Quantity Comparison Graph‘ Quantity Cell Graph Zg
G, G,
seome BT
ny Ql‘%. \
Q2 gz
Ny ‘z’ Q, &
Text P : 348 teddy bears are '3 \Qa o/

sold for ... after selling all the ———------------mr—emmmomoo e )
teddy bears? '

} 77777 N t)idieilﬁiitiiaiizia-ti-oa ------ ‘ ------ G- r-a;aﬂ-caagt;ﬁc-ti-o} ------ ‘ Graph Encoder -I Tree-Based Decoder {

Jipeng Zhang et al., Graph-to-Tree Learning for Solving Math Word Problems. ACL 2020
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Graph-to-Tree Learning for Solving Math Word Problems

» Graph Construction:
> Quantity Cell
> Quantity
> Associated nouns
> Adjectives
> Units and rates
» Undirected edges between quantity and other nodes
in each cell
> Directed edges between quantities pointing from
larger to smaller numbers

| MAWPS | Math23K | Math23K*

GTS 82.6 75.6 74.3
Graph2Tree 83.7 77.4 75.5

Jipeng Zhang et al., Graph-to-Tree Learning for Solving Math Word Problems. ACL 2020
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SMART: A Situation Model for Algebra Story Problems via
Attributed Grammar

» The process of human solving algebra story problems
> first hallucinate a situation model

» Perform arithmetic reasoning
» Update the situation model and repeat

World Knowledge Math Knowledge
Situation Model SFQJ Oo m 7 ;
Q 2 ‘ ”
rbo oo
Mathematical
Concepts
7~ G’ D

$ 1 Generate

><T

The two cars Aand B are 20 kilometers apart. Car B is in front and
CarA is behind. The two cars depart at the same time. Car A catches

up with Car B after 2 hours. Car B is traveling 50 kilorr;etels per hour
and Car Ais traveling at what speed every hour?

Yining Hong et al., SMART: A Situation Model for Algebra Story Problems via Attributed Grammar, AAAI 2021
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SMART: A Situation Model for Algebra Story Problems via
Attributed Grammar

> A situation model is represented as an Attribute Grammar

G=(5V.AE R) i
S'is the start symbol. > Attribute A
J‘[:‘l’: {{S. World, Agents, iﬂ\gcm. Events. Event} » Rate: “A per B” or “each A has B”
= {rate, amount, total . ;
E = {e: e is a valid equation on attributes. } > Amount: a measurement of units of rate
R={S — World (e.g., hour)
World — Agents > = *
Agents — Agents Agent | Agent Total = rate*amount
Agent — Events > Event E

Events — Events Event | Event}

11_2/21

» Constraints on the attributes

Yining Hong et al., SMART: A Situation Model for Algebra Story Problems via Attributed Grammar, AAAI 2021
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SMART: A Situation Model for Algebra Story Problems via
Attributed Grammar

11_3/21

Problem Inference Situation Model Learning
A car travels from NER Q  voraioae fre meons ~—
city A to city B. It Q raenerode SYAEHEET it Failure
travels for 6 Q) eventode
h the first Total: x = Goal Buffer

ours on the firs Node | World: City Aand city B 0 Awibue G
day, with a speed © | agent: car ..

; g N~

of 65 kilometers an 1 R
hour. On the A | Rate: 65 Amount: 6 === avels for G hours S i) %Tmal o Success
second day, it It travels (1/3) of the <! = Rate: 65 = Y Rate: y2 Buffer
travels (1/3) of the Rel | distance he ... irst day Amount: 6 Amount: z2
distance he
travels the first M
day. Then it Relati x1=65%6 Execute u

’ . elation ¢
arrives. What is the Extracti | — = x] 4 a2 e x=520¢
distance between ol
ity Aand city B? nnex = x1 % (13

*

Iterative Learning

Yining Hong et al., SMART: A Situation Model for Algebra Story Problems via Attributed Grammar, AAAI 2021
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SMART: A Situation Model for Algebra Story Problems via

Attributed Grammar

Model Overall | Motion Task Relation Price
MathEN 67.8 68.3 70.2 63.3 70.5
GroupATT 67.4 65.2 70.7 63.6 71.5
GTS 76.8 73.2 72.1 76.0 83.6
Graph2Tree 76.8 76.9 79.0 73.8 78.7
SMART 79.5 79.8 79.0 77.9 81.8
Table 5: The answer accuracy on the test set (%).
Model Overall | Motion Task Relation Price
MathEN 31.7 22.6 28.9 39.9 332
GroupATT 35.0 24.0 42.2 42.6 32.7
GTS 45.8 4.5 41.9 49.9 453
Graph2Tree 45.1 34.1 474 55.1 41.9
SMART 63.2 65.0 64.8 62.9 60.8

Table 6: The answer accuracy in the OOD evaluation (%).
The test set is the 20% longest problems of each type.

Generalize better to longer problems

Yining Hong et al., SMART: A Situation Model for Algebra Story Problems via Attributed Grammar, AAAI 2021
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Learning by Fixing: Solving Math Word Problems with Weak
Supervision

» Labeled equations are difficult to get
» Weak supervision: we only have answers rather than equations
» Basic idea of learning by fixing:

> Initialize a generation model

» Generate equations and check their answers
» Fix the wrong equations, add both fixed equations and correct equations to

training data and update the model

Yining Hong et al., Learning by Fixing: Solving Math Word Problems with Weak Supervision, AAAI2021
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Learning by Fixing: Solving Math Word Problems with Weak
Supervision

Goal-Driven Tree Model Memory Buffer
G: Total Distance

C: travels 100 kilometers in 2 hours.
travels for another 3.5 hours

" 200 275 /+\ T
i 100 X / +
AN e [ \\ AL AL A

. ! 35 100 2 2 35
C: travels 100 kilometers 100 X g‘?'“;:c’:"z‘d  travels 100 M 100} 175 AN
r another 3.5 hi
/\fuaﬂal ours //'w\ - 10 2 . %
/\
G: Nelocky / 35 GTme2 : 2857 50 x 35 x/\mo LR
C: ls 100 - - 0.0 D .0
k!lmm't';'m in 2 hours /\ - C: 3.5 hours / ] \\ /\ +/\2
/ B85S
AN
G: Distance 1 2 G: Time 2 /\ 2 35
C: travels 100 kilometers 100 3.5 C: 3.5 hours 100 / 35 2 100 2
& |
G: Goal s Exploring I Bottom-up l Top-down
C: Context 4m== Learning reasoning fixing
Yining Hong et al., Learning by Fixing: Solving Math Word Problems with Weak Supervision, AAAI2021
12_2/21

S HuawEl GRS R



Learning by Fixing: Solving Math Word Problems with Weak

Supervision
. Fixing
» Top-down 1-step fixing
> Start from the root node uu 275
> Replace the operator and if the new expression gives \
the correct answer, we get a 1-step solution \
> Inference the expected value of left/right node 100 00 175
> If the left/right node is leaf and the expected value is in //’ \
vocabulary, get a 1-step solution
> Fix left/right node recursively 28.57 50 X 3.5

12_3/21

If 1-step fixing failed, randomly change a node and / W \\.
retry

100

Yining Hong et al., Learning by Fixing: Solving Math Word Problems with Weak Supervision, AAAI2021
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Learning by Fixing: Solving Math Word Problems with Weak

Supervision
Weakly-Supervised
REINFORCE 12
Seqose MAPO 107
q-seq LBE-w/o-M 447
LBF 436
REINFORCE 158
MAPO 20.8
GTS LBE-w/o-M 583
LBF 504

Yining Hong et al., Learning by Fixing: Solving Math Word Problems with Weak Supervision, AAAI2021

12_4/21
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Generate & Rank: A Multi-task Framework for Solving MVPs



Motivation

» Previous works formalize MWP as a generation task (like translation)
> However,
» Math expressions are sensitive to minor mistakes
» Maximizing generation likelihood doesn’t learn to distinguish minor mistakes
explicitly
» The performance degrades fast as expression gets longer
» Thus, we propose a multi-task framework for MWP

» Introduce a new ranking task
» Use a pre-trained model — BART

13/21 M HuawEl FN3RTRs



Pre-trained Language Models

» Recently pretrain-then-finetune is a new trend in NLP tasks

» Pre-train on large corpus with self-supervised tasks

» Fine-tune on downstream tasks

Large corpus (like
Wikipedia)

|

Language
Model

Task-specific
dataset (like Q/A)

|

14/21

Fine tuning
the model

Test dataset

l

Final Model
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Family of Pretrained Language Models

Bidirectional LM
Larger model
More data

—Defemse | Grover

ULMFiT

Transformer

XLM
UDify :
MT-DNN Permuation LM
Transformer-XL
Kuoniedgcl&shlhl.iou More/data
MLDNNp VideoBERT
) ERNIE =
I VIiLBERT ERNIE (Baidu)
i ek (Isinghua) VisualBERT BERT-wwm
SpanBERT e B2T2
RoBERTa . Unicoder-VL
KnowBert LXMBERT
VL-BERT
By Xaozhi Wang & Zhengyan Zhang @THUNLP
oo S Huawel SUNSRRG



BART

» Bidirectional and Auto-Regressive Transformers

ABCDE label
RSS!
Bidirectional Autoregressive Pre-trained Pre-trained
< Encoder , )™\ " Decoder , Encoder )=\ Decoder
fFress F1rrff
A_B_E <s>ABCD

ABCDE <s>ABCDE

BART pre-training Finetune BART for text classification
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Generate and Rank: A Multi-task Framework for MWPs

Shared BART Expression Ground-truth Expression Candidates

Task #1: Generating Task #2: Ranking

Score

(

[ Decoder H Encoder ]
f f

Expression Problem

D Multi-task Training

Expression

| >Genemling Loss + Ranking Loss

[ Encoder H Decoder J

I

Problem

Generate

@ Expression Online Updating e

Bank

Expression

0
x>
T

>z
>0
Q
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Generate and Rank framework

» Generator: Finetune BART on MWP seq2seq task
» Ranker: Sequence pair classification task
» Feed problem into encoder and expression into decoder

» Joint training: Share encoder and decoder

Task #1: Generating Task #2: Ranking
E ) Score
APTession .
™\ Generating Loss Ranking Loss(
[ )

[ Encoder H Decoder ‘
[ Decoder H Encoder J

! f 1

Problem
Expression Problem

18/21 M HuawEl FN3RTRs



Expression Bank

» Model-based Generation
» Use beam search to produce top-K expressions
» Tree-based Disturbance
» Online updating
» Update the expression bank at each training epoch

Cowi ) ()

Ground-truth
Figure 2: Overview of tree-based disturbance.

(row ) [oms ) [roonaz | (mums ) (s )
(NUM1 + NUM3 ) / (NUM2 + NUM3) NUM1 / (NUM2 - NUM3) NUM1/NUM3 (NUM2 + NUM3) / NUM1
(a) Expand (b) Edit () Delete (d) Swap
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Results

Model Math23K"  Math23K¥ MAWPS?

DNS - 58.1 59.5

Math-EN 66.7 - 69.2

T-RNN 66.9 - 66.8

S-Aligned - 65.8 -

Group-ATT 69.5 66.9 76.1 #0p | Pro | AST-Dec | G2T | mBART | Ours

AST-Dec 69.0 - - 1 17.3 82.7 85.5 90.2 90.8 (+0.6)

GTS 75.6 74.3 82.6 2 522 74.5 83.7 88.1 90.2 (+2.1)

Graph2Tree 774 75.5 83.7 3 19.1 59.9 71.7 71.2 79.1 (+7.9)

Multi-E/D 78.4 76.9 - 4 6.6 42.4 51.5 53.0 63.6 (+10.6)
"mBART [ 08 800 ~° g1 5 | 34 44.1 382 | 412 | 58.8(+17.6)

Generate & Rank 85.4 84.3 84.0 6 0.9 55.6 55.6 55.6 88.8 (+33.2)
Table 2: Solution accuracy on MAWPS and Math23K. Table 5: Accuracy for increasing length of expressions.
i refers to the result of test set and 1 denotes the result #Op is the number of operations in expressions. Pro de-
of 5-fold cross-validation. “-” means that the results notes proportion of expressions with different lengths.

are not reported in the original papers.
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An Demonstration

PP RS REdemo

=|a:
Problem: MEEIZiE, MRBETESNTTHI6TK, 4NTFTLRK, NERIERT
BN, IRESNGHTEHEOTH?

Problem: FRIFEUER 00N FUNE, FIHHIGTMEICONT, KRISKEEAESRIESN, RERSORARSHUE SKig: 16*4/2 =320

2?2

EANER

S#R: (2300 - 60 * 5 ) / 80 = 25.0

Problem: /NBE—AB, E—FXBETLBH(1/5), ERLE—RSEI4R|, FTH25TE3
REZ, XABHEESLT?
SKER: (14 +25)/(1-0.2-0.2) = 64.99999999999999

= Problem: —SCkSE3AN, —LBEBNERSASNSSE, BELASESOW?
SKAB: 34*(58-1)=1632

Problem: ERZEME300AMUNE, FitUEREEIGONTR, WEISKERHERKEIBOL
IR, EBBBLRAGETHES?
SER: (2300-60*5)/80 =250

©2021 LHEABRAT) EEELIRE]
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